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Introduction

Results

Methods
• High rate of out-of-vocabulary (OOV) terms in 

social media text.
• Presents challenge to most natural language 

processing (NLP) systems as they rely heavily on 
lexical knowledge.

• Goal: automatically classify OOV terms in 
automotive web forums into domain specific 
categories.

• Coarse-grained categories could serve as a 
preliminary source of lexical knowledge about the 
out-of-vocabulary terms

• Word embedding features are very informative of 
OOV meaning

• Interpolated precision-
recall curve for ranking 
based on probability of 
NE-AUTO class

• Ranking can be useful 
for semi-automatic 
identification of NE-
AUTO terms 

• Supervised learning approach
• Features sets:

• Character N-grams
• Language models
• Frequency
• Word embedding
• Surface form

• Experimental setup: 10x10-fold cross-validation 
logistic regression
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